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A B S T R A C T

Energy-efficient communication remains one of the key requirements of the Internet of Things (IoT) platforms. The concern on energy consumption can be mitigated by exploiting technical ploys to reduce the volume of data for transmission (e.g., via sensing data compression) as well as by resorting to technological advancements (e.g., energy harvesting). However, these mitigating measures carry their own cost, which is the additional complexity of control and optimization in the digital communication chain. In particular, compression ratio is another control knob that needs adjusting besides the usual transmission parameters. Also, with the random and sporadic nature of the harvested energy, the goal shifts from mere energy conservation to judicious consumption of the renewable energy in a foresighted manner. In this paper, we assume an energy-harvesting IoT device that is tasked with (losslessly) compressing and reporting delay-constrained sensing events to an IoT gateway over a time-varying wireless channel. We are interested in computing an optimal policy for joint compression and transmission control adaptive to the node’s energy availability, transmission buffer length, as well as its wireless channel conditions. We cast the problem as a Constrained Markov Decision Process (CMDP), and propose a two-timescale model-free reinforcement learning (RL) algorithm that is able to shape the optimal control policy in the absence of the statistical knowledge of the underlying system dynamics. Exhaustive simulation experiments are conducted to investigate the convergence of the learning algorithm, to explore the impacts of different system parameters (such as: the rate of sensing events, the energy arrival rate, and battery capacity) on the performance of the proposed policy, as well as to compare against some baseline schemes.

1. Introduction

1.1. Research background

Internet of Things (IoT) as the main pillar of the fourth industrial revolution (Industry 4.0) prevails in today’s Internet infrastructure. With the widespread use of IoT devices equipped with small batteries, lifetime maximization through energy optimization policies has attracted much attention in recent years. Energy conservation is even more important in mission-critical applications, where it is expected that the IoT device works for a long period of time without the need for battery or node replacement [1].

The energy management solutions in the literature are primarily geared towards lifetime maximization through effective use of the available energy capacity. In fact, due to the high cost of data transmission, in-network processing, involving operations such as filtering, compression, and fusion is a technique widely used in conventional wireless sensor and today’s IoT for reducing the communication overhead [1–4]. Among the in-network processing techniques, compression is of particular interest given that it can be performed independently at every forwarding node; the downstream transmission rate of most stream-oriented data can be reduced by the application of appropriate compression algorithms, both lossless [5,6] and lossy [7–9]. However, it has been shown that applying maximum compression level is not an energy-efficient policy in most cases as it incurs additional delay and aggravates the computational complexity (e.g., [10,11]). Therefore, finding an efficient trade-off between compression and transmission is important to achieve higher energy savings without sacrificing much in terms of delay or other QoS criteria. Armed with this understanding, the problem of joint compression and transmission control (collectively, referred to as “communication control”) has begun to receive attention due to its tunable complexity and delay costs [7,9,12,13].
Another efficient way to improve the lifetime of IoT systems is through the use of recent technological advancements that have enabled energy harvesting capabilities for wireless nodes. Energy harvesting, as a promising complement to the conventional battery power of IoT devices, enables the sensor nodes to absorb energy from the environment, operating over a longer time horizon. In fact, exploiting the energy harvesting capability helps the IoT nodes to power themselves from theoretically unlimited energy sources that are present in their surrounding environment (e.g., in the form of solar, vibration, thermoelectricity, etc.).

Despite all the benefits associated with energy harvesting, the communication control problem becomes more complex in this context. This is due to the uncertainty associated with the battery charging process as the amount of harvested energy randomly changes over time. Also, by nature, wireless channel fading renders the link conditions stochastic and time-varying as well. To top it all off, one should also consider the uncertainty inherent in random sensory event generations. Hence, to account for the time-varying nature of these processes, a principled way to optimize the communication control policy of an IoT device is to capture these dynamics explicitly within a stochastic optimization framework with long-run objectives (e.g., expected cumulative energy consumption).

In this paper, we consider the problem of compressing and reporting sensory data packets for a single IoT device over a point-to-point link. The device is equipped with a rechargeable battery with energy harvesting capability. The random event data gathered from the environment passes through a lossless compression module before getting queued in a buffer for subsequent transmission. The wireless channel state, packet arrival quantities and the amount of energy harvested from the environment will vary randomly over time. We seek an efficient policy that adaptively tunes the lossless compression level as well as the transmission window (of packets) as the control knobs. Our objective is to minimize the average power (required for compressing and ‘reliably’ transmitting at a given rate), while satisfying a constraint on the average (buffering) delay of the event data.

In order to better highlight our contributions, we first give a brief account on the most relevant previous works, identify the research gap, and state our motivations.

1.2. Related work

A pioneer work which has raised the issue of tradeoff between the energy costs of transmission and compression is [10]. There, the authors have argued that while the computation energy of data compression is negligible for simple applications (e.g., temperature sensing), for advanced applications with heavy data flow, including structural health monitoring, video surveillance, and image-based tracking, compression of complex data sets is envisioned to cost energy comparable with wireless communication. Hence, blindly applying maximum compression may lead to extra energy cost compared to transmitting the raw data.

Motivated by the above observation, several research works have investigated the concept of tunable compression that is capable of tuning the computation complexity of lossless data compression based on the energy availability (e.g., [5,6,14]). Such a concept is also well-supported by the reality of popular compression algorithms; for example, the gzip program supports up to ten levels of different compression supported by the reality of popular compression algorithms; for example, the gzip program supports up to ten levels of different compression.

In offline optimization, it is basically assumed that exact information about the time and amount of data, energy arrival as well as the wireless channel state is available acausally (i.e., before decision making) at the sender side. An online optimization framework, on the other hand, only utilizes statistical information about the data, energy arrival and the wireless channel, but causal information about the process realization. However, in many real-world scenarios, it is not possible to attain exact or even statistical information from the non-deterministic, time-varying processes of data gathering, energy harvesting, or channel fading. Hence, both online and offline optimization approaches fail to achieve optimal energy consumption policies. In these scenarios, a model-free approach can instead be adopted to learn an adaptive communication policy through real-time interactions and experiences with the environment.

- Within the category of offline optimization schemes, the work by Tavli et al. in [5] has come up with a linear programming (LP) formulation for joint dynamic data compression and flow balancing to maximize the lifetime of wireless sensor networks (WSNs). In [14], the LP formulation of [5] has been extended to jointly consider dynamic compression along with the stealth mode of operation for the sensors. In the context of wireless multimedia sensor networks, the work in [12] has exploited the convex optimization theory to derive the optimal tradeoff between transmission and compression with the objective of network lifetime maximization under the delay quality of service constraints. In [7], a multi-objective optimization problem has been formulated to select a rate-distortion working point to conduct lossy compression at each source node, while jointly assessing a routing path for the compressed information, under distortion and capacity constraints. The study in [17] has exploited the NUM framework [18] to jointly optimize the source data rate, the degree of stream compression, and the location of fusion operators. A more closely related work to ours is [19], where it considers the joint use of data compression and wireless transmission speed control for wearable devices to minimize the total energy consumption while satisfying a deadline constraint. However, being an offline scheme, the solution given in [19] assumes an unrealistic setting where future channel gains are known ahead.

- As for online schemes, in [20], a solar-powered WSN is envisaged, and a simple threshold-based scheme is presented to decide whether there is any surplus energy. Nodes with residual energy less than a certain threshold transfer data with compression in order to reduce energy consumption, and nodes with residual energy over the threshold (which means there is surplus energy) transfer data without compression to reduce the delay time between nodes by using the surplus energy. The problem of online tradeoff between compression and transmission energy consumption is addressed more systematically in [21]. In particular, a formulation based on the formalism of Markov decision process (MDP) [22] is given in [21] for an energy harvesting WSN, with the objective of minimizing the average distortion of the compressed data in the long run under the energy variations. Another online scheme for joint data compression and wireless transmission speed control has been proposed in [19]. While the authors do not assume energy harvesting capability for the nodes, the future channel gains are assumed to be unknown and change stochastically. They show that their online algorithm, despite not knowing future channel conditions, closely approximates the performance of the offline optimal. Finally, Castiglione et al. has proposed an energy management policy in [23] for energy harvesting WSNs in which the energy management unit allocates energy to different units based on the statistics of energy harvesting, sensed data quality, signal-to-noise ratio and the size of data queue. In this study, the purpose of lossy compression is to make an optimal balance among the level of data distortion, the stability of the queue and the transmission delay. The proposed policy is adaptive to the energy status, channel, and flow of data generation.
• Model-free methods can further be divided into two subcategories: those based on Lyapunov optimization [24] and others that utilize learning-theoretic schemes, e.g., reinforcement learning (RL) [25] techniques. Probably one of the first studies that have utilized the Lyapunov optimization framework to address the dynamic compression problem is [6]. The setting considered in [6] consists of a multi-sensor device (with a conventional energy source) sending losslessly compressed data over a point-to-point fading channel. The baseline scheme in [6] has then been extended to a lossy compression scenario with distortion constraints in [8], and also to multi-hop communications in [26].

More recently, by adopting the Lyapunov framework in [27], a joint compression–transmission approach has been proposed for wearable devices which not only minimizes the energy consumption of both compression and transmission, but also maintains the corresponding data distortion and transmission delay within a certain tolerant level. The proposed scheme in [27], however, does not assume harvesting capability for the devices. Finally, there is the work done by Tapparello et al. in [28] for the sensor nodes capable of energy harvesting. They have come up with a dynamic compression/transmission strategy which is adaptive to the harvested energy, channel state, data queue, battery, and the source correlation statistical model.

While Lyapunov optimization does not rely on the statistical knowledge of the system's stochastic dynamics to compute the optimal communication policy, it is only applicable to settings with more restricted stochastic assumptions. For example, standard Lyapunov schemes work by minimizing an instantaneous Lyapunov drift in each slot, while basically assuming that the underlying processes behind the channel variations, energy charging, and event generation are i.i.d. Moreover, the derived policy (e.g., dynamic backpressure algorithm) by the Lyapunov drift theory and the Lyapunov optimization theory may not have good delay performance in moderate and light traffic loading regimes. It only allows potentially simple solutions with throughput optimality, which is a weak form of delay performance [29]. A more generalized method with the capability of handling delay-constrained communication control and of dealing with other types of stochastic processes is Markov decision problem [22] and RL [25].

The work in [30] adopts the constrained Markov decision process (CMDP) formalism [31] to address lossy data compression for wireless transmission over fading channels in the presence of a stochastic energy input process and a replenishable energy buffer. An RL-based algorithm has then been designed to derive an optimal compression policy through a Lagrangian relaxation approach combined with a dichotomic search for the Lagrangian multiplier. The authors only consider compression control, there is no data buffer and hence, no guarantee on average delay performance. In fact, the objective function in [30] concerns data fidelity with a constraint on average energy consumption. A more mature RL-based scheme is [9], which tackles the problem of joint compression, channel coding and retransmission for an energy-harvesting-based multi-sensor monitoring system. The compression scheme considered in [9] is a lossy type, and they aim for minimizing the long-term average distortion at the receiver. The only control knob considered in [9] is power, and again, there is no guarantee on the average delay performance.

1.3. Research gap and motivation

According to our review of the related work in Section 1.2, the problem addressed in this paper is novel in the following respects:

- The majority of the studies on joint optimization of compression/transmission in WSN or IoT systems lie within the offline optimization framework (e.g., [25,7,12,14,17], and [19]), where it is unrealistically assumed that non-causal information regarding the exact trace of system states (i.e., channel, data, energy, etc.) is available beforehand. Also, there exist many online optimization schemes which more realistically assume that system states realize at run-time, but still, they require an explicit knowledge of the statistics of the system processes [20,21], and [23]. Our work in this paper differs from both these lines of work, as we approach the communication control problem from a model-free perspective.

- Compared to previous model-free schemes, on the one hand, we have those based on Lyapunov optimization (e.g., [6,8,26,27], and [28]). Based on our review of these works, there are at least two main fronts that form our motivation: first, there is no prior work that addresses a setting featuring lossless compression, energy harvesting, and delay-constrained communication. Moreover, as mentioned earlier, standard Lyapunov schemes are not suitable for more realistic stochastic dynamics with temporal dependency between correlated fading channel conditions, energy arrivals, and sensory event generation. This warrants a formulation based on a more generalised formalism of MDPs. On the other hand, we have the RL-based methods in [30] and [9]. None of these two schemes has addressed delay-constrained communication and lossless compression. In this paper, we consider more realistically the case of random event generation where event packets arrive randomly at different times. In such cases, the data arrival process also contributes to the dynamics of the system, which calls for a control policy adaptive to data queue state for handling the time-varying queuing delay experienced by the packets. Under these dynamics, the system's objective also needs to be constrained with an expected delay performance.

1.4. Contributions

Our contributions in this paper can be summarized as follows:

- We use the CMDP formalism [31] to formulate the joint lossless compression and transmission optimization problem in an energy harvesting IoT (sensing) device. Our formulation accounts for the time-varying channel, random event generation as well as the stochastic energy arrivals. Our objective is to minimize the discounted sum of energy consumption, subject to a specified delay constraint on the average data buffer waiting time. To handle the constraint on average delay performance, we apply the Lagrangian technique to express the Bellman equations underlying the CMDP problem in a standard unconstrained form. This effectively paves the way to solve the original constrained problem by solving instead two (coupled) optimization problems, one in the space of control policies and the other in the space of Lagrange multipliers.

- We propose a model-free reinforcement learning algorithm that can compute the optimal solution pair (i.e., the control policy and Lagrange multiplier) in the absence of the statistical knowledge of the system, and instead, by relying only on the immediate feedbacks acquired through real-time interactions with the operating environment. The proposed learning algorithm consists of two iterative procedures: Q-learning [32] for computing the control policy, and stochastic subgradient-ascent for computing the optimal Lagrange multiplier. Despite these two problems are coupled together by definition, we utilize the technique of timescale separation from the stochastic approximation theory [33] to allow for their simultaneous updating with no risk of divergence.

- We conduct numerical analyses and experimental studies to evaluate our proposed algorithm in terms of its convergence properties, and its behavior under different intensities for event generation as well as varying energy charging rates, and energy buffer sizes. We also show that the learning algorithm achieves significant energy savings compared to baseline schemes which only optimize either the transmission or the compression blocks.
1.5. Outline

The remainder of the paper is organized as follows: in Section 2, the system model and the assumptions are presented. In Section 3, we come up with the problem formulation in terms of a CMDP. Section 4 proposes a two-timescale reinforcement learning algorithm to find the optimal control policy. In Section 5, we evaluate the performance of the proposed scheme. The paper concludes in Section 6, where we also highlight some directions for future works.

2. System model and assumptions

In this section, we first introduce the system model for a delay-constrained energy harvesting IoT device. Then, we elaborate on the assumptions made about the dynamics of the energy charging process, sensory data generation, and the variations of the wireless channel state.

2.1. IoT device model

We consider a scenario in which a wireless IoT node is equipped with multiple sensors, and is tasked with sensing and reporting events from the environment (see Fig. 1). The IoT device is assumed to subsist on a rechargeable battery and energy harvesting circuitry, with no external power supply. In order to judiciously consume the limited harvested energy, the node has to intelligently decide on two things: First, the level of compression by which the sensed data can be losslessly compressed before insertion into the transmission buffer. Second, the number of input data packets that are to be sent out over the wireless channel to the IoT gateway. For short, we also jointly refer to these two decisions as “communication control decisions”.

2.2. Sensory event data generation model

We assume that the system operates in discrete time, i.e., the time is slotted and indexed by \( n \in \{0,1,2,\ldots\} \). In every timeslot, the device receives a random number of data packets from the sensors installed on it. The state space of the number of received data packets is represented as a discrete and finite space \( \mathcal{D} = \{0,1,2,\ldots,D\} \). The number of input data packets at time \( n \) is denoted by \( d_n \in \mathcal{D} \).

**Assumption 1 (Data Generation Model).** The dynamics of the sensor data generation follows a Markov chain. Note that a simpler (yet more common) assumption on the arrival process would be the special case where the process \( \{d_n\}_{n \geq 0} \) is i.i.d.

2.3. IoT device compression control module

We assume that packets arriving on the same timeslot contain correlated data, and that this data can be compressed using one of multiple compression options. However, the signal processing required for compression consumes a significant amount of energy, and more sophisticated compression algorithms are also more energy expensive. Similar to [22], the functionality of the compression module is described by a lossless compression function \( \Psi \) which has the compression capability at \( K \) different levels from set \( \mathcal{X} = \{1,2,\ldots,K\} \) where level 1 means no compression and level \( K \) means compression at the highest ratio. In each timeslot, the compression function \( \Psi(d_n,k_n) \) receives two parameters, i.e., the number of input data packets \( d_n \), and the compression level \( k_n \in \mathcal{X} \) (which is selected by the decision unit). Then, the compression function generates a random number \( b_n^\text{cmp} \) of data packets, depending on the correlation among the data and their compressibility. The random variable \( b_n^\text{cmp} \) represents the number of data packets after compression, i.e., \( b_n^\text{cmp} = \Psi(d_n,k_n) \).

Similar to [22], the required energy to compress \( d \) data packets at each compression level \( k \) is calculated according to (1):

\[
E_{\text{CM}}(k,d) = d \times E_k^\text{cmp}
\]

where \( E_k^\text{cmp} \) is the amount of consumed energy to compress one data packet at compression level \( k \) in terms of Microjoules. To calculate \( E_k^\text{cmp} \), we need the required energy to compress one bit of data at level \( k \) (denoted by \( e_k^\text{cmp} \)). Typical values for this energy is reported in [14]. We consider a linear generalization of the values in [14] to obtain the energy required to compress a data packet of \( L \) bits in size.

2.4. Transmission data queue model

The compressed data enters a queue of size \( B \) packets before transmission. The queue state information (QSI) is represented by a finite discrete state space \( \mathcal{B} = \{0,1,2,\ldots,B\} \), and the QSI dynamics can be expressed as (2):

\[
b_n + 1 = \min \left\{ \max \left\{ b_n - b_n^\text{out}, 0 \right\} + b_n^\text{inp}, B \right\}
\]

where the number of packets currently in the buffer is shown as \( b_n \in \mathcal{B} \), and the number of packets sent out from the buffer (during timeslot \( n \)) is denoted by \( b_n^\text{out} \). Recall that \( b_n^\text{cmp} \) is determined by “compression control”, while \( b_n^\text{out} \) is determined by “transmission control”.

2.5. Wireless channel model

The buffered data must be transmitted over a wireless channel with potentially varying channel conditions. To model the time-varying quality of the channel, we use \( h_n \) to denote the quality of the link connecting the node to the IoT gateway in the \( n \)th timeslot. In general, the evolution of fading channels can be modeled as a first-order finite state Markov chain (FSMC) (e.g., see [34]). Such a first-order model is known to be accurate for packet-level studies [35]. In this model, the SNR range is discretized into \( M \) distinct regions and then mapped into a finite-state space \( \mathcal{H} = \{H_1,H_2,\ldots,H_M\} \). More precisely, suppose a set \( \Gamma \) of \( M + 1 \) SNR thresholds: \( \Gamma = \{\infty,H_1,H_2,\ldots,H_M,\infty\} \). Assume \( h_n = a \), where \( a \) is the instantaneous SNR associated with the link. If \( a \) satisfies \( H_{a-1} < a < H_a \), the channel is said to be in state \( H_a \). Also, when a node probes the channel, the steady-state probability of being in the \( a \)th state is given by:

\[
u_{a,n} = \int_{H_{a-1}}^{H_a} g(a) d\alpha, \quad n = 1,2,\ldots,M
\]

where, \( g(a) \) is the probability density function (PDF) of \( a \).

Now, following the discussion in [36], the power required for a reliable and error-free transmission of \( b_n^\text{cmp} \) packets (each \( L \) bits in size) over a link with bandwidth \( W \) when the channel state is \( h_n \) is calculated by Eq. (3):

\[
P(h_n,b_n^\text{cmp}) = \frac{W N_0}{h_n} \left(2^{\frac{b_n^\text{cmp} L}{2W}} - 1 \right)
\]
where $N_t$ represents white Gaussian noise with mean zero and variance $N_0^2$, and the product of $W + N_t$ is normalized to 1. As can be seen from (3), in this model, the transmission power is a strictly increasing function of $b_{out}^n$. Eq. (3) is written assuming that $h_n$ is measured in dB. After unit conversion, the power equation can be re-written as (4):

$$P\left(h_n, b_{out}^n\right) = \frac{W N_0}{10^{N_0/10}} \left(2^{p h_n^\text{out}} - 1\right)$$

(4)

Accordingly, the energy required to send a total of $b_{out}^n$ data packets is calculated as a product of power and time according to (5), where $r$ denotes the time slot duration:

$$E_{TX}\left(h_n, b_{out}^n\right) = P\left(h_n, b_{out}^n\right) \cdot r.$$  

(5)

2.6. Energy source model

It is assumed that the IoT node is powered by solar energy [37] (See Fig. 2) according to a two-state process (active and inactive), which is a common assumption in the literature [38]. The two-state model is a reasonable approximation for describing solar harvesting where the harvester may be shaded/cloudy or clear. More specifically, in [37], the authors have empirically measured solar energy and fitted it to a stationary first-order Markovian model, in which the harvested solar energy is quantized into two states. The node collects energy at rate (power) $\rho$ in the active state and does not collect any energy in the inactive state. Following the model in [37], the time durations for which the source stays in active and inactive states can be assumed to be independent exponential distributions with parameters $\mu_a$ and $\mu_i$, respectively.

**Assumption 2 (Energy Source Model).** The random amount of harvested energy is denoted by $\{e_{in}^n\}_{n \in \mathbb{N}}$, and is modeled as the states of a two-state Markov chain, which take values from the finite space $\mathcal{X} = \{0, \rho\}$.

2.7. Energy storage model

The energy harvested from the environment is stored in an energy storage device (i.e. rechargeable battery or a super-capacitor), with capacity $\beta$. In principle, any inefficiency in the charge/discharge process can be factored into the energy consumption model. Another imperfection of the storage units could be their energy leakage. Here we assume that the storage unit is perfect in terms of leakage, as it is commonly assumed in the literature [39]. In most cases, this is a reasonable assumption, since the leakage is only a secondary effect.

Let $e_n$ denote the actual amount of energy stored in the device at time $n$. In order to define the state space of the energy storage (battery state information or BSI), we uniformly quantize the energy buffer occupancy into $E = \beta/A$ levels denoted by $e = \{1, 2, \ldots , e, \ldots , E\}$, where each level $e$ corresponds to the state where $e_n$ is within the interval $[(e - 1) A, e A)$. The BSI dynamics can be expressed as

$$e_{n+1} = \min\left(\max\left(0, e_n - e\right), 0\right) + e_n + \beta$$

where $e^{\text{in}}$ denotes the actual amount of energy consumed in timeslot $n$, which is determined by the “communication control decision” regarding the number of transmitted data packets as well as the selected compression level.

3. Joint compression and transmission control problem

Given the system model in Section 2, the goal is to design a joint compression and transmission control policy that minimizes the expected cumulative power expenditure of the device while satisfying a certain time average latency constraint for the sensory events queued in the transmission buffer. The control policy should be adaptive to the dynamic states of the system, i.e., to the volume of the sensory data (DSI), the wireless channel quality (CSI), the number of energy packets harvested from the environment (ESI), the energy level of the battery (BSI) as well as the occupancy state of the transmission data buffer (QSI). In particular, adaptation to CSI is needed to opportunistically exploit the channel dynamics and gain more value for the power invested. DSI and QSI-adaptability is needed to make the power delay-aware under the conditions of unsaturated traffic and finite-length queue at the node. Finally, given that the node relies on energy harvesting for its operation, the control policy is subject to instantaneous energy availability constraint. An ESI and BSI-adaptive policy avoids inadvertent consumption of the harvested energy, and increases the odds that on urgent occasions, a larger amount of energy is available to power the node’s compression/transmission tasks.

Also, under the stochastic dynamics of the system states, making myopic (i.e., instantaneously greedy) decisions about the compression level and transmission rate, based only on immediate costs, cannot lead to an optimal policy. For example, if the IoT node greedily minimizes its instantaneous cost, it tends to consume as little energy as possible to just barely satisfy the delay constraint in each timeslot. However, it may not take long before this naive policy bumps into problems. For example, when the channel condition deteriorates or there is a sharp decrease in the amount of harvested energy, we regret not having consumed more energy in previous timeslots so that now, in our tight situation, we would be less concerned about violating the constraint on “average” transmission queue length. Our regret would even be higher when there is also a momentous increase in the intensity of sensory events leading to a large build-up in the transmission queue.

In fact, “communication control” is a sequential decision problem in the sense that it would be wise for the IoT node to occasionally make instantaneously suboptimal decisions in some timeslots, but by inducing the system states to transition to desirable states, it can obtain better long-term performance. Finding optimal policies in sequential decision problems can be done systematically by formally casting the problem in a stochastic optimization framework. Given the Markovian nature of our setting, we formulate the communication control problem for a delay-constrained IoT device as a Constrained Markov Decision Process (CMDP) [31]. Our objective is to minimize the long-term expected cumulative energy consumption of the IoT node subject to a long-term average constraint on the transmission queue length.

3.1. CMDP-based formulation

The CMDP associated with the “communication control” problem is defined as a tuple $\langle \delta, A, F, C_x, C_p \rangle$ where $S, A, F, C_x, \text{ and } C_p$ denote respectively: the set of states, the set of control actions, transition probabilities, energy cost, and buffering cost. More specifically, the system state space is a discrete and finite space which is defined as the Cartesian product of CSI, DSI, QSI, ESI, and BSI spaces; i.e.,
$S = \mathcal{X} \times \mathcal{D} \times \mathcal{E} \times \mathcal{X}$, and $s_n = (h_n, d_n, e_n, e^w_n) \in S$ represents the system state at time $n$.

In the following, we elaborate on the control actions, the state transition law, the form of immediate cost function, the buffer immediate constraint, as well as the formulation of the stochastic optimization problem.

- **Actions**: In each timestep, the decision-maker observes the current system state $s_n$ and determines the set of feasible control actions in $s_n$. The space of possible actions in $s_n$ is a discrete and finite space $A_n = \mathcal{X}_n \times \mathcal{D}_n \times \mathcal{E}_n$, in which $\mathcal{X}_n \subseteq \mathcal{X}$ is the set of feasible compression levels (which depends on DSI $d_n$ and BSI $e_n$) and $\mathcal{E}_n \subseteq \mathcal{E}$ is the set of data packets that can be transmitted out of the buffer (which depends on the CSI $h_n$, BSI $e_n$ as well as QSI $h_0$). More formally, using an indicator function notation, we may determine whether a joint control action $(k, b^w)$ can be included in the feasible sets $\mathcal{X}_n$ and $\mathcal{E}_n$:

$$I \left( k \in \mathcal{X}_n, \ b^w \in \mathcal{E}_n \right) = \begin{cases} 1 & \text{if } E_{\text{CMP}}(k, d_n) + E_{TX}(h_n, b^w) \leq e_n \theta \text{ EU and } b^w \leq h_n \\ 0 & \text{otherwise} \end{cases}$$

(6)

According to Eq. (6), the sum of the required amount of compression and transmission energy is compared with the available energy level in the battery to identify the feasible actions. Each node can only take the actions for which there is enough energy. The current action of the decision-maker is denoted as $a_n$ which is defined by the tuple $a_n = (h_n, b^w_n) \in A_n$.

- **System transition law**: Following the execution of the action $a_n$ in state $s_n$, the system state transitions probabilistically to the next state $s_{n+1}$. The transition probability $P(s_{n+1} | s_n, a_n)$ is determined by Eq. (7):

$$P(s_{n+1} | s_n, a_n) = P(h_{n+1} | h_n) \cdot P(t_{out} | h_n, b^w_n) \cdot P(e_{out} | d_n) \cdot P(e_{out} | e_n, e^w_n, a_n) \cdot P(e_{out} | e^w_n).$$

(7)

Note that in the above transition law, the impact of CSI $h_n$ on the next QSI $h_{n+1}$ as well as on the next BSI $e_{out}$ is implicit in its role in determining the feasible action $a_n = (h_n, b^w_n)$.

- **Immediate cost function**: The immediate cost of taking action $a_n$ in state $s_n$ is defined to be the total energy consumption cost denoted by $C_E(s_n, a_n)$ and calculated by Eq. (8):

$$C_E(s_n, a_n) = E_{\text{CMP}}(h_n, d_n) + E_{TX}(h_n, b^w_n).$$

(8)

- **Immediate constraint function**: We define the immediate constraint function $C_B(s_n, a_n, s_{n+1})$ in a way that can keep the system from violating a certain reporting delay threshold for the sensory events. To this end, we apply the Little’s law [36] to obtain a measure of the system state $s_n$ with the packet in the buffer should not exceed a certain threshold, we need to keep track of the instantaneous buffer occupancy as an immediate constraint (10):

$$C_B(s_n, a_n, s_{n+1}) \triangleq h_{out}.$$  

(9)

Hence, by ignoring the constant $\bar{a}$, we can use $\bar{C}_B$ itself as a good measure of the average delay $\bar{D}$. Now, since the mean packet delay in the buffer should not exceed a certain threshold, we need to keep track of the instantaneous buffer occupancy as an immediate constraint (10):

$$C_B(s_n, a_n, s_{n+1}) \triangleq h_{out}.$$  

(10)

**The optimization objective**: The objective in our CMDP formulation is to minimize the long-term average discounted energy consumption, $\bar{C}_E$, while maintaining the average discounted buffer length $\bar{C}_B$ under a given application-specific threshold $\delta$. The threshold $\delta$ is assumed to be specified by the system designer to reflect the amount of delay tolerance in practical applications.

More formally, the IoT node seeks to learn an optimal policy $\pi^*$ to control its compression level and transmission rate, so that for all $s \in S$ we have:

$$\pi^*(s) = \arg \min_{\pi} \mathbb{E}_s \left\{ \sum_{t=0}^{\infty} \gamma^t C_E(s, a_n) \mid s_0 = s \right\}$$

$$s.t. C_B^s \triangleq \mathbb{E}_s \left\{ \sum_{t=0}^{\infty} \gamma^t C_B(s, a_n, s_{n+1}) \mid s_0 = s \right\} \leq \delta$$

(11)

where the functions $C_E^s$ and $C_B^s$ are average discounted sums, in which the discount factor $0 \leq \gamma < 1$, represents the importance of the future costs in proportion to the current costs. Setting smaller values for $\gamma$ gives less importance to the future costs, thus rendering the controller’s behavior towards a more myopic policy. Of particular note here is the modification done on the tolerable delay threshold $\delta$ in the right hand side of the constraint term in (11). In fact, since we assume that in most applications, the system delay is typically dictated in terms of “time average” not a “discounted sum”, the application-specified threshold $\delta$ is converted here to its equivalent cumulative discounted value via dividing by the infinite geometric series with growth rate $\gamma$. This way, while our overall formulation in (11) is kept in compliance with a standard discounted formalism, satisfying this modified constraint would now be equivalent to satisfying the delay threshold in the “time average” sense.

### 3.2. The Lagrangian technique

We apply the standard Lagrangian technique [40] to convert the problem (11) to its unconstrained counterpart. A similar scheme has also been presented in [41] in another context. More specifically, we introduce a Lagrange multiplier $\lambda \geq 0$ to linearly combine the objective function in (11) with its constraint, and define a new combined cost function called “Lagrangian” $\bar{L}(\lambda, \pi)$ which is expressed as (12):

$$\bar{L}(\lambda, \pi) \triangleq \bar{C}_E^s(\pi) + \lambda (C_B^s - \delta) \quad \forall s \in S$$

(12)

Intuitively, in (12), if the average discounted buffer-length $\bar{C}_B^s$ exceeds the threshold value $\delta$, the resultant difference would be added by a positive coefficient to the system cost to further penalize the controller.

Given the nature of $\bar{C}_E^s$ and $\bar{C}_B^s$, the function $\bar{L}(\lambda, \pi)$ is also a long-term average and the immediate Lagrangian $l(s, a, \lambda)$ corresponding to it can be defined as (13):

$$l(s, a, \lambda) = C_E(s, a) + \lambda (C_B(s, a, s_{n+1}) - \delta)$$

(13)

Now, according to (13), Lagrangian in Eq. (12) can be rewritten as (14):

$$\bar{L}(\lambda, \pi) \triangleq \mathbb{E}_s \left\{ \sum_{i=0}^{\infty} \gamma^i l(s, a, \lambda) \mid s_i = s \right\} \quad \forall s \in S$$

(14)

From (12), we note that for a feasible policy $\pi$, we would have:

$$\bar{C}_B^s(\pi) - \delta \leq 0 \quad (\forall s \in S).$$

(15)

As a result,

$$\bar{L}(\lambda, \pi) \leq \bar{C}_E^s(\pi) \quad (\forall s \in S, \ for \ all \ feasible \ \pi).$$

(16)

Hence, by minimizing the above inequality over the space of all feasible policies, we have:

$$\min_{\pi} \bar{L}(\lambda, \pi) \leq \min_{\pi} \bar{C}_E^s(\pi) \quad (\forall s \in S, \ for \ all \ feasible \ \pi).$$

(17)

Therefore, $\min_{\pi} \bar{L}(\lambda, \pi)$ gives a lower bound for the value of the objective function in the constrained problem given in (11). By finding the greatest lower bound, i.e., by maximizing $\lambda$ in $\min_{\pi} \bar{L}(\lambda, \pi)$, the best lower bound can be obtained for the constrained problem (11). Therefore, instead of solving (11), we may now tackle with the following new unconstrained optimization problem ([31], Theorem 3.6):

$$\max_{\lambda} \min_{\pi} \bar{L}(\lambda, \pi) \quad \forall s \in S$$

(18)
Define the pair \((x^*, \lambda^*)\) as a solution to (18). According to [26], if the immediate cost \(C_E(s_n, a_n)\) and the immediate constraint \(C_B(s_n, a_n, s_{n+1})\) are both convex, there is no difference between the value \(\hat{\gamma}^k\) obtained from the constrained problem (11), and \(\hat{\gamma}^{k+1}\), obtained from (18). In our formulation, both functions \(C_E(s_n, a_n)\) and \(C_B(s_n, a_n, s_{n+1})\) are indeed convex. Consequently, by solving the two optimization problems given in (19) and (20), the optimal policy can be achieved:

\[
x^* \in \arg \min_{a} \hat{\gamma}^{k+1}(s, a)
\]

\[
\lambda^* \in \arg \max_{\lambda} \hat{\gamma}^{k+1}(s, a, \lambda)
\]

In Section 4, we propose a model-free reinforcement learning technique to calculate the optimal solution pair \((x^*, \lambda^*)\).

4. Learning the optimal control policy

In practical scenarios, it is often difficult or even impossible to obtain reliable statistical information about the underlying stochastic processes governing the system dynamics; e.g. the average intensity of the event flow, energy harvesting, channel quality variations, etc. In these situations, we cannot adopt a model-based scheme (e.g., standard value iteration [42] or policy iteration [43]) for solving the problem in (18), since such a scheme relies on the knowledge of the system’s transition kernel in (7).

Alternatively, in this section, we propose a model-free learning algorithm to compute the optimal solution pair \((x^*, \lambda^*)\) in the absence of the statistical knowledge of the system, and instead, by relying only on the immediate feedbacks (in the form of instantaneous values of cost, constraint, and state observation sequence) acquired through real-time interactions with the operating environment.

More specifically, we equip the IoT node with a learning algorithm consisting of a coupled recursion that iteratively estimates \(x^*\) and \(\lambda^*\) for simultaneously solving (19) and (20).

In particular, the problem (19) is solved iteratively using Q-learning [25,44] to gradually estimate the optimal policy \(\pi\), while treating \(\lambda\) as effectively quasi-static. For completeness, however, we begin with presenting Bellman equations [45] associated with our problem, and then work our ways towards Q-learning. Following standard definitions, we denote the so-called Q function by \(Q^\lambda(s, a)\), which is defined as the sum of the immediate Lagrangian \(l(s, a, \lambda)\), obtained by taking action \(a\) in a current state \(s\) plus the long-term Lagrangian obtained from following the (unknown) optimal policy \(x^*\) theencforword; i.e.,

\[
Q^\lambda(s, a) = l(s, a, \lambda) + \gamma \sum_{\delta \in S} P(\delta | s, a) \hat{\gamma}^{k+1}(\delta)
\]

(21)

where,

\[
\hat{\gamma}^{k+1}(\delta) = \min_{a \in A(\delta)} Q^\lambda(s, a), \quad \forall \delta \in S
\]

(22)

The optimal policy \(x^\lambda(s, a)\) (parameterized with \(\lambda\)) is then obtained as:

\[
x^\lambda(s, a) \leftarrow \arg \min_{a \in A(\delta)} Q^\lambda(s, a), \quad \forall \delta \in S
\]

(23)

While a model-based scheme needs the knowledge of \(P\) for solving the Bellman equation in (21), Q-learning relieves us from such necessity through repeated estimation of \(Q^\lambda(s, a)\) for all pairs \((s, a)\). In the beginning, the IoT node initializes an estimate table \(\hat{Q}_{n}(s, a)\) for all \((s, a)\) pairs with zero or arbitrary values. In each iteration, the node observes the current system state \(s\) and chooses an action \(a\) from its action space. The node implements the selected action, computes its immediate reward as \(l(s, a, \lambda)\), and then updates its estimate \(\hat{Q}_{n}(s, a)\) for the current pair \((s, a)\) according to the following rule:

\[
\hat{Q}_{n}(s, a) \leftarrow (1 - \beta_n) \hat{Q}_{n-1}(s, a) + \beta_n \left[ l(s, a, \lambda) + \gamma \min_{a \in A(\delta)} Q^\lambda_{n-1}(\delta, a) \right]
\]

(24)

In [24], \(\hat{Q}_{n}(s, a)\) represents the time \(n\) estimate of \(Q^\lambda(s, a)\) and \(\beta_n\) denotes the step size (learning rate) of Q-learning, which is computed for each pair \((s, a)\) according to (25):

\[
\beta_n = \frac{1}{1 + (\text{visit}_n(s, a))^\epsilon}
\]

(25)

where \(\text{visit}_n(s, a)\) is the number of times the pair \((s, a)\) has been observed up to iteration \(n\).

The only necessary condition to guarantee the convergence of the above Q-learning algorithm is to choose actions at each step in a so-called \(\epsilon\)-greedy fashion (e.g., see [25]). The symbol \(\epsilon\) denotes a small probability with which a reinforcement learning agent explores the unknown environment from time to time. In particular, while the controller needs to generally take greedy actions according to the optimal policy being estimated (i.e., \(x^\lambda(s)\) from (23)), it occasionally needs to take random (yet feasible) actions to further explore the quality of alternative choices, so as not to get biased towards actions with “deceptively” good Q values. Using such \(\epsilon\)-greedy action selection policy, the described Q-learning algorithm is guaranteed to converge to \(x^\lambda(s)\) and along with it, to the minimum Lagrangian \(\hat{\gamma}^{k+1}\) for a constant value \(\lambda\) (c.f., Theorem 1).

Now, we turn attention towards computing the optimal Lagrange multiplier. Knowing \(\hat{\gamma}^{k+1}\), we note that (20) is a maximization problem, and had we known the knowledge of the transition laws, (20) could have been solved by setting to zero the derivative of (12) w.r.t. \(\lambda\). In the absence of \(P\), however, we instead need to deploy an iterative scheme to estimate \(\lambda^\star\). In particular, we define \(\hat{\lambda}_n\) as the \(n\)th estimate of \(\lambda^\star\), and use stochastic sub-gradient ascent algorithm for directing \(\hat{\lambda}_n\) towards its optimal value; i.e.,

\[
\hat{\lambda}_{n+1} = \lambda \left[ \hat{\lambda}_n + a_n(C_B(s_n, a_n, s_{n+1}) - \beta_n) \right]
\]

(26)

where \(a_n\) serves as the step size (learning rate) which is computed by Eq. (27):

\[
a_n = \frac{1}{n + 1}
\]

(27)

The operator \(\Omega \lambda = \max(0, \lambda)\) is a projection operator and is meant for keeping \(\hat{\lambda}_n\) from ever becoming negative. The term \(C_B(s_n, a_n, s_{n+1}) - \beta_n\) is an instantaneous estimate of the gradient direction for the function \(\hat{\gamma}^{k+1}\). Its form corresponds to the derivative of (12) w.r.t. \(\lambda\), but unlike an exact derivative, it is only a noisy instantaneous estimate. This justifies our application of “stochastic” sub-gradient method to guarantee gradual convergence towards optimal \(\lambda^\star\).

One subtlety remains that needs further clarification. It concerns the concurrent estimation of \(\lambda^\star\) and \(Q^\lambda\) using the learning rules (24) and (26). It should be noted that \(\hat{\lambda}_n\) and \(\hat{Q}_n\) are coupled together by definition. However, we have allowed for their simultaneous updating, which seemingly work against each other by creating a moving target for one another. The elegant way to proceed these two updates concurrently, while yet avoiding divergence, is to operate these two recursions on two different time scales. More formally, we choose the update rates for these two estimates, i.e. \(\beta_n\) and \(a_n\), such that they satisfy some standard conditions from the theory of two-timescale stochastic approximation (e.g., see [33]):

\[
\sum_n \left( \beta(n)^2 + a(n)^2 \right) < \infty \quad \lim_{n \to \infty} a(n) = 0
\]

(28)

If the conditions in (28) are satisfied, the estimate \(\hat{\lambda}_n\) will be updated at a slower time-scale compared to \(\hat{Q}_n\). This way, \(\hat{Q}_n\) appears to be equilibrated (or convergent) in the eyes of the update rule for \(\hat{\lambda}_n\). While, from the viewpoint of \(\hat{Q}_n\), the estimate \(\hat{\lambda}_n\) appears to be quasi-static [30].

Armed with these understandings, the pseudo code of the learning algorithm to find the optimal control policy for joint compression level and transmission rate is presented in Table 1.

Rigorous proofs in the context of generic CMDP formulations concerning the convergence of the estimated pair \((\hat{Q}_n, \hat{\lambda}_n)\) to their optimal
Theorem 1. With the update rates $\alpha(n)$ and $\beta(n)$ chosen as (28), as $n \to \infty$, $\lambda_n \to \lambda^*$, $\hat{Q}_n \to \bar{Q}^*$, and $\hat{\alpha}_n \to \alpha^*$.

Proof (Outline). According to ([31], Theorem 3.6), solving the constrained problem given in (11) is equivalent to solving the unconstrained max–min problem given in (18). The min in this max–min problem is in fact achieved by some policy which is optimal for (11). Under the mild Slater condition for the feasibility of convex minimization problems [28], there exists an optimal Lagrange multiplier $\lambda^*$ such that the optimal solution of the CMDP $(S, A, \mathcal{P}, C, \mathcal{G})$ is equivalent to the optimal solution of the unconstrained MDP $(S, \mathcal{A}, \mathcal{P}, l(s, a, \lambda^*))$. Evidently, for any “fixed” $\lambda \geq 0$, the MDP $(S, \mathcal{A}, \mathcal{P}, l(s, a, \lambda^*))$ can be solved using Q-learning with an $\epsilon$-greedy exploration policy [32] to achieve convergence of the form $\bar{Q}_n \overset{n\to\infty}{\to} \bar{Q}^*$, and $\hat{\alpha}_n \overset{n\to\infty}{\to} \alpha^*$. Hence, the Lagrangian $\mathcal{L}^{\lambda,s}(s, \mathcal{A})$, $s \in \mathcal{S}$ would also converge to $\mathcal{L}^{\lambda,s}(s)$, $s \in \mathcal{S}$ (c.f., Eq. (19)). Now, using the two-timescale analysis in [33] and in view of $\beta(n) = o(\alpha(n))$, in the coupled recursions of Q-learning for pushing the sequence $\{\lambda_n\}_{n \in \mathbb{N}}$ towards $\lambda^*$ and stochastic sub-gradient for driving $\{\lambda_n\}_{n \in \mathbb{N}}$ towards $\lambda^*$, the sequence of multipliers $\{\lambda_n\}_{n \in \mathbb{N}}$ is “effectively freezeed” at some $\lambda$. This way, the convergence of Q-learning towards its limit would not be compromised by the time-varying sequence $\{\lambda_n\}_{n \in \mathbb{N}}$. What remains to be shown is the convergence of $\{\lambda_n\}_{n \in \mathbb{N}}$ to $\lambda^* \in \arg \max_{\lambda} \mathcal{L}^{\lambda,s}(s)$. Note that for $s \in \mathcal{S}$, $\mathcal{L}^{\lambda,s}(s)$ is a function of $\lambda$ only. Similarly to [46], it can be argued that mapping $\lambda \to \mathcal{L}^{\lambda,s}(s)$ is piecewise linear and concave for $s \in \mathcal{S}$. Let $V$ denote the gradient in the $\lambda$ variable. In order to characterize the limiting behavior of $\{\lambda_n\}_{n \in \mathbb{N}}$ we may use an argument based on the well-established ordinary differential equation (ODE) approach [33] which treats stochastic approximation (26) as a noisy discretization of an autonomous ODE of the form (29):

$$\frac{d\lambda(t)}{dt} = \nabla_s \mathcal{L}^{\lambda,s}(s), s \in \mathcal{S},$$  \hspace{1cm} (29)

It then holds that the stochastic (sub-)gradient iterations on $\{\lambda_n\}_{n \in \mathbb{N}}$ track the differential equation in (29), and therefore converges to the set of maxima of $\mathcal{L}^{\lambda,s}(s)$ [46]. Combining this with the abovementioned discussion yields that $\{\bar{Q}_n, \hat{\alpha}_n, \hat{\lambda}_n\}$ converges to $(\bar{Q}^*, \alpha^*, \lambda^*)$, which is an alternative way of saying $\mathcal{L}^{\lambda,s}(s)$ converges to $\mathcal{L}^{\lambda,s}(s)$ for all $s \in \mathcal{S}$. $\blacksquare$

5. Performance evaluation and results

In this section, we implement our proposed algorithm in a simulation environment where we simulate the point-to-point scenario depicted in Fig. 1. We first explain the simulation setup including the experiment settings and simulation parameters in Section 5.1. Next, in Section 5.2, as the first set of experiments, we investigate the convergence properties of the learning algorithm. In Section 5.3, we present the simulation results comparing the performance of the proposed algorithm against some baseline schemes. We also evaluate how the variations in system parameters influence the performance. In particular, we show how the average energy consumption varies under different regimes of sensory data arrival rate. Also, we investigate the impact of energy charging rate on average buffer length, as well as the impact of energy buffer capacity on the average energy consumption. Finally, in Section 5.4 we explore the impact of the quantization accuracy for the energy storage space on the system’s performance.

5.1 Simulation parameters

We simulate a time-slotted system with slot duration of $\tau = 1$ ms. Although our algorithm does not depend on any distribution for the channel SNR $a$, for the purpose of modeling, we simulate slow Rayleigh channels for each link. For a Rayleigh model, channel SNR $a$ is

<table>
<thead>
<tr>
<th>Table 1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pseudo code of the learning algorithm.</td>
</tr>
</tbody>
</table>

```plaintext
// Initialization
n = 0 (initial time index)
Q_n(s, a) = 0 ∀s, a
\hat{\lambda}_n = 0
counter = 0 (state-action counter)
y = some discount factor
δ = some (time) average buffer threshold
initialize $s_0 = (\lambda_0, d_0, b_0, e^0_s, e^0_a)$ arbitrarily
Identify feasible actions $A(s_n)$ using (7).

// Main Learning Loop
repeat
1. Select an action $a_{\alpha_n}$ from the set $A(s_n)$ according to an $\epsilon$-greedy policy $\hat{\pi}_n$: $$a_{\alpha_n}^{\text{greedy}} = \arg \min \{ \hat{Q}_n(s_n, a) \} \text{ // the greedy action according to current Q-estimate}$$
i = index $a_{\alpha_n}^{\text{greedy}}, \{ A(s_n) \} \text{ // i denotes the index of the greedy action in the set } A(s_n)$$
\hat{\pi}_n(s_n) = (1 - \delta) e_i + \frac{\delta}{|A(s_n)|} \mathbf{1}_{A(s_n)} \text{ // } e_i \text{ is the i-th basis vector in } \mathbb{R}^{|A(s_n)|}\text{ and } \mathbf{1}_{A(s_n)} \text{ is a } A(s_n) \times 1 \text{ vector of } 1 \text{'s.}$$
\alpha_n = (\hat{\alpha}_n, \hat{\lambda}_n) \to \hat{\alpha}_n(s_n) \text{ // the action } \alpha_n \text{ is sampled from } \hat{\alpha}_n(s_n)$$
2. Update counter.
3. Compute $C_\pi(s_n, a_{\alpha_n}) \text{ cost using (9).}$
4. Compute $C_\mathcal{P}(s_n, a_{\alpha_n}) \text{ cost using (11).}$
5. Compute Lagrangian $l(s_n, a_{\alpha_n}, \lambda)$ using (14).
6. Observe the next system state $s_{n+1}$.
7. Identify feasible actions $A(s_{n+1})$ using (7).
8. Compute step size $\hat{\beta}_n$ using (26).
9. Update $\hat{Q}_n(s_n, a_{\alpha_n}) \text{ using (25).}$
10. Compute step size $\hat{\alpha}_n$ using (28).
11. Update $\hat{\lambda}_{n+1}$ using (27).
12. Update $n$
until $n < MAX \_iteration \_number$
```
an exponentially distributed random variable with probability density function given by \( g(\tilde{\alpha}) = \frac{1}{\tilde{\alpha}^2} \), where \( \tilde{\alpha} = \mathbb{E}[\alpha] \) is the average SNR. As discussed in Section 2.5, the proposed algorithm is not aware of the perfect instantaneous CSI \( \alpha \); however, we assume that only finite CSI is fed back, and the node only knows \( \tilde{\alpha} \) belongs to an interval \( [f_m, f_{m+1}) \) instead of having the exact value. Hence, similarly to [34], we discretize the channel into eight equal probability bins, with the boundaries specified by:

\[
\{(-\infty, -8.47 \text{ dB}), [-8.47 \text{ dB}, -5.41 \text{ dB}), [-5.41 \text{ dB}, -3.28 \text{ dB}), [-3.28 \text{ dB}, -1.59 \text{ dB}), [-1.59 \text{ dB}, -0.08 \text{ dB}), [-0.08 \text{ dB}, 1.42 \text{ dB}), [1.42 \text{ dB}, 3.18 \text{ dB}), [3.18 \text{ dB}, \infty) \}
\]

and select the channel space as follows: \( \mathcal{X} = \{h_1 = -13 \text{ dB}, h_2 = -8.47 \text{ dB}, h_3 = -5.41 \text{ dB}, h_4 = -3.28 \text{ dB}, h_5 = -1.59 \text{ dB}, h_6 = -0.08 \text{ dB}, h_7 = 1.42 \text{ dB}, h_8 = 3.18 \text{ dB}\) . The fixed quantized average SNR value \( \tilde{\alpha}_m \) for each state \( \tilde{H}_m, m = 1, 2, \ldots, M \) then becomes \( \tilde{\alpha}_m = (i_m)^{-1} f_{\tilde{\alpha}, m} g(\tilde{\alpha}) d\tilde{\alpha} \), where following our discussion in Section 2.5, \( v_{\tilde{\alpha}}(\tilde{\alpha}, \tilde{\alpha}) = e^{\frac{-\tilde{\alpha}}{\tilde{\alpha}_m}} - e^{-\frac{\tilde{\alpha}}{\tilde{\alpha}_m}} \). Similarly to [49,50], the transition probability matrix \( \{P, \mu, \lambda, \alpha, \gamma, \delta, \kappa, \delta, \lambda, \mu, \nu, \omega, \alpha, \beta\} \) of the FSMC is assumed to have the following structure:

\[
P = \begin{pmatrix}
\theta & \sigma & 0 & 0 & \cdots & 0 & 0 & \sigma \\
\sigma & \theta & 0 & 0 & \cdots & 0 & 0 & \sigma \\
0 & 0 & \theta & \sigma & 0 & \cdots & 0 & \sigma \\
\vdots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\
\sigma & 0 & 0 & 0 & \cdots & \sigma & \theta \\
\end{pmatrix}
\]

where \( \theta = 1 - 2\sigma \) and \( \sigma = \mathbb{O}(f_{d,T}) \), with \( f_{d} \) and \( r \) denoting the Doppler frequency shift and packet duration time, respectively. In FSMC model for slow fading, we assume that \( \alpha \) evolves slowly with time; i.e., at time \( n + 1 \), it is highly likely that \( \alpha \) stays within the same region as it was at time \( n \), and there is a negligible chance that it transitions to other regions. The product \( f_{d,T} \) characterizes the fading speed of the channel relative to the packet length. A small \( f_{d,T} \) means that the channel fading rate is small. Throughout simulations, different instances of the matrix \( P \) are used to generate the channel data profile.

For our simulation parameters to be chosen in a realistic fashion, we envisage a MIACs wireless sensor [51] energized by solar power [37]. In [37], the experimentally measured solar energy has been fitted to a stationary 1st-order Markov chain. In particular, the harvested solar energy is quantized into two states by setting 1.4 mW as the quantization threshold. Accordingly, we consider an active harvesting power \( p_2 = 2 \text{ mW} \) and the inactive harvesting power as 0mW in our experiments. We also simulate the scenario where \( \mu_0 = \mu_1 = \frac{43200}{\text{seconds}} \). This means that the active-to-inactive or inactive-to-active transition occurs (on average) within 12 h, respectively. This scenario is meant to mimic a sunny day when (on average) the system stays in the active and the inactive states for around 12 h each. As with the battery capacity, we assumed that a super-capacitor is used as the energy storage unit. Compared to batteries, super-capacitors have higher “power density” and lower “energy density”; hence, they can deliver the energy to the load more quickly. Moreover, super-capacitors are able to be charged very fast (a superiority over the batteries). However, as super-capacitors are in general more bulky compared to the batteries, we choose a tiny 2.7 V 3F Cell NI NESSCAP super-capacitor with weight 1.5 g [47], whose energy storage capacity is 3 mWh.

The simulation parameters are summarized in Table 2.

### Table 2: Simulation parameters.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( t )</td>
<td>1 (ms)</td>
<td>Timeslot duration</td>
</tr>
<tr>
<td>( n )</td>
<td>2x6</td>
<td>Number of iterations</td>
</tr>
<tr>
<td>( D )</td>
<td>2 (mW)</td>
<td>Harvesting power [42]</td>
</tr>
<tr>
<td>( f )</td>
<td>3 (mW/h)</td>
<td>Energy storage capacity (3F NESSCAP supercapacitor) [47]</td>
</tr>
<tr>
<td>( E )</td>
<td>12</td>
<td>Default energy storage quantization levels</td>
</tr>
<tr>
<td>( \nu_0 )</td>
<td>1/43 200 Hz</td>
<td>“Active” (harvesting) duration</td>
</tr>
<tr>
<td>( \nu_1 )</td>
<td>1/200 Hz</td>
<td>“Inactive” (harvesting) duration</td>
</tr>
<tr>
<td>( D )</td>
<td>5 (pkts)</td>
<td>Maximum number of data packets sensed in each timeslot</td>
</tr>
<tr>
<td>( L )</td>
<td>100 (bytes)</td>
<td>Size of data packets (A typical IEEE802.15.4 packet contains data up to 132 bytes [48])</td>
</tr>
<tr>
<td>( B )</td>
<td>9 (pkts)</td>
<td>Data buffer capacity</td>
</tr>
<tr>
<td>( K )</td>
<td>6</td>
<td>Maximum compression level</td>
</tr>
<tr>
<td>( \varepsilon )</td>
<td>0.1</td>
<td>Energy consumption to compress a bit at level ( k ) [23]</td>
</tr>
<tr>
<td>( \alpha )</td>
<td>4.15 pkts</td>
<td>Buffer threshold</td>
</tr>
<tr>
<td>( \gamma )</td>
<td>0.85</td>
<td>The probability of random selection in ( \varepsilon )-greedy method</td>
</tr>
<tr>
<td>( \delta )</td>
<td>4.15 pkts</td>
<td>The probability of the initial value of ( Q )</td>
</tr>
<tr>
<td>( Q_0(a,o) )</td>
<td>0</td>
<td>The initial value of Lagrange multiplier</td>
</tr>
</tbody>
</table>

5.2. Convergence properties

Before discussing the convergence results, we first need to discern between two different notions of time used in the horizontal axes of the convergence plots. The first notion is called “episode” which does not correspond to the actual system time slots. In fact, since our problem is an instance of an infinite-horizon MDP, the so-called “value function” is state-dependent, and what we are interested in is the evolution of the estimates for the long-term average discounted value of a specific initial state \( s_0 \). Now, each “episode” actually marks every time slot at which the initial state \( s_0 \) has been revisited over the course of the execution of the algorithm. As such, it is more than likely that several time slots lie in between every two consecutive episodes. In fact, each time we bump into \( s_0 \), the sum of discounted rewards since the previous visit can be considered as one new sample of the value function at \( s_0 \). The moving average of these samples over the course of a number of episodes will converge to some steady value. The second notion of time which we call “iteration” corresponds to the actual system time slot. In what follows, the convergence plots which demonstrate the performance measures (energy consumption or buffer occupancy) are in terms of the number of episodes; in contrast, the algorithmic quantities (\( Q \) function as well as \( \lambda \)) have been plotted in terms of iterations.

The proposed learning algorithm solves a constrained optimization problem. Hence, to assess its convergence, we first evaluate the convergence of Lagrange multiplier as the main indicator of the algorithm convergence. The estimates of \( \lambda_\mu \), obtained from iterative updates in Eq. (26), are plotted in Fig. 3. As shown in this figure, the constraint Lagrange multiplier converges after approximately 40 000 iterations. Convergence to a non-zero value represents a case where the constraint on the average buffer length is satisfied in a tight manner.

Next, in Fig. 4, we plot the evolution of the \( Q \) values for four different state–action pairs. While an outline of the theoretical convergence is given in Theorem 1, our simulations demonstrate that convergence of the algorithm occurs in a reasonable number of iterations (time slots) for practical purposes. In fact, the slot duration in wireless systems is of the order of milliseconds, and in data transfer applications where
the duration of the transfer is of the order of tens of seconds, the sub-optimality of our algorithm may be there only for a fraction of data transfer.

Fig. 5 shows the convergence of the average discounted energy consumption $C_L^\pi$ measured in micro-Joules. From the figure, we notice that the algorithm converges to the cumulative value of 3076 μJ after 300 learning episodes. For the sake of comparison with a theoretical benchmark, we have utilized the technique of “occupation measures”, a CMDP model can be solved using linear programming (LP) in polynomial time. Here, we briefly hint at the technique, but the interested reader may refer to [31] for detailed derivation. Occupation measure is defined as a probability measure over the set of state-action pairs and denoted by $\rho(s,a)$. The objective function and the constraints given in Eq. (11) can be expressed with respect to $\rho(s,a)$ as:

$$\rho^* = \arg \min_{\rho} \sum_{s \in S} \sum_{a \in A(s)} \rho(s,a) C_E(s,a)$$

subject to

$$\sum_{s \in S} \sum_{a \in A(s)} \rho(s,a) C_B(s,a) \leq \delta$$

$$\rho(s,a) \geq 0, \forall s \in S, \forall a \in A(s)$$

$$\sum_{z \in S} \sum_{a \in A(z)} \rho(z,a) (1 - \gamma \mathbb{P}(s|z,a)) = (1 - \gamma) \psi(s), \forall s \in S$$

The function $\mathbb{I}_s(z)$ in (33) is the well-known Kronecker delta function where $\mathbb{I}_s(z) = 1$ if $s = z$ and $\mathbb{I}_s(z) = 1$ if $s \neq z$. Also, $\psi(.)$ is an initial distribution over the set of states (which we consider is uniform for the sake of our experiments).

The optimal stationary randomized policy $\pi^*(s)$ is then obtained from the optimal $\rho^*$ according to the following equation:

$$\pi^*(s,a) = \frac{\rho^*(s,a)}{\sum_{a \in A(s)} \rho^*(s,a)}, \forall s \in S, \forall a \in A(s)$$

In sum, if the probabilistic model of the system (i.e., $P(s|z,a)$ and $\psi(.)$ is perfectly known, it then follows from ([31], Theorem 3.2) that the optimal value of $C_E$ can obtained using the above constrained program.

- **Optimal policy (CMDP-based):** It has been shown in [31] that a using a technique called “occupation measures”, a CMDP model can be solved using linear programming (LP) in polynomial time. The optimal stationary randomized policy $\pi^*(s)$ is then obtained from the optimal $\rho^*$ according to the following equation:

$$\pi^*(s,a) = \frac{\rho^*(s,a)}{\sum_{a \in A(s)} \rho^*(s,a)}, \forall s \in S, \forall a \in A(s)$$

In sum, if the probabilistic model of the system (i.e., $P(s|z,a)$ and $\psi(.)$ is perfectly known, it then follows from ([31], Theorem 3.2) that the optimal value of $C_E$ can obtained using the above constrained program.

- **Optimal Compression (OPT-CMP) policy:** It only controls the compression level used by the IoT device to compress data before queuing in the buffer. As for its transmission scheme, it chooses the maximum number of data packets to be sent in each timeslot (subject to battery availability).
The impact of harvesting power on average energy consumption and shows better performance in the long-term. As seen in the figure, the proposed (Joint TX-CMP) algorithm consumes less energy in comparison with the other two suboptimal algorithms.

The impact of sensor events arrival rate on average discounted energy consumption. It can be concluded from Figs. 7–9 that under all configurations, while the proposed scheme alongside Opt-CMP and Opt-TX have successfully satisfied the buffer constraint, our Joint TX-CMP algorithm outperforms the other two due to having less average discounted energy consumption. This superiority lies in the fact that the proposed algorithm makes foresighted decisions about both the compression level as well as data transmission rate, effectively considering the subsequent impacts the current decisions may have on the future performance of the system. In contrast, the two baseline schemes act myopically with respect to either one of the control knobs, considering only the instantaneous performance, with no regard for the future trajectory of the system.

5.3.2. The impact of harvesting power on average energy consumption

To study the impact of the harvesting power on the average buffer length constraint, we consider a simulation setup where \( \delta = 8.25 \). We vary the harvesting power \( p \) from 1 to 3 mW during active states. As shown in Fig. 8, with the increase in the harvesting power, the total energy consumption is reduced. In fact, under a fixed buffer occupancy constraint, the more energy is available in the super-capacitor, the higher will become the number of feasible actions in different states. Hence, the controller would be able to better utilize its ample energy resources to exploit favorable channel opportunities and come up with a more judicious consumption plan in which the constraint is always met while avoiding inefficient energy consumption. It is also noticeable that under a relatively high harvesting power, the difference between the two baselines and our scheme would become smaller.

5.3.3. The impact of energy buffer capacity on average energy consumption

To assess the effect of energy buffer capacity on the average energy consumption, we use a setting where the constraint on mean data buffer length \( \delta \) is set to 4.15. The energy buffer capacity is varied from 1 to 5 mWh. Ultra-capacitors with capacities 1, 2, 4, and 5 (mWh) are manufactured by several companies such as Tecate Group (e.g., see [52] for TPL-1.0f, TPL-2.0f, TPL-4.0f, TPL-5.0f models). As illustrated in Fig. 9, the increase in energy buffer capacity results in reduction in the average discounted energy consumption. In particular, similarly to the case of increasing the harvesting power, by also increasing the capacity for storing more harvested energy from the environment, the IoT node can better exploit the channel conditions. In other terms, to satisfy the data buffer constraint, it opportunistically sends a larger number of packets when the channel is good (thanks to the higher available energy), practically emptying its data buffer. Conversely, under poor channel conditions, it rarely transmits, or does not transmit at all, without having to worry about violating the data buffer constraint. However, as it is noticeable from the plot in Fig. 9, the reduction in energy usage occurs with a steeper slope when the harvesting power increases.
5.4. The impact of quantization levels on average energy consumption

In one last experiment, in Fig. 10, we investigate the impact of the accuracy with which we quantize the energy storage space. Obviously, as the number of quantization levels increases, our quantized state space model would become a more accurate representative of the originally continuous space. A similar observation is expected for the three baseline schemes since their underlying state space model is the same. The plot in Fig. 10 also shows how the accuracy of the energy space model can affect the performance of the IoT node under varying load conditions. A notable observation is the negligibility of the differences under the lowest and highest load regimes. Under these two regimes, the battery state effectively remains within a certain range with a high probability, and a more accurate quantization would only complicate the system model without making much difference.

6. Conclusion and outlook

In this paper, the problem of jointly controlling the compression level and the transmission rate was studied for an IoT node equipped with a renewable energy source. Given the uncertainties posed by the randomness of the arrival processes of energy and sensory events, as well as the variations in channel qualities, the problem was formulated as a Constrained Markov Decision Process with the objective of minimizing the long-term average energy consumption, while satisfying an average delay constraint for the sensor events buffered as data packets in the node. To solve the optimization problem, we proposed a model-free reinforcement learning algorithm which computes a control policy in adaptation to the dynamics in the environment. Our algorithm operates in a model-free fashion in that it does not need prior statistical knowledge of the random processes in the environment. We may yet extend our solution to a multi-hop IoT network to consider scenarios where several nodes are connected and collaborate with each other to report their sensing data. This scenario would technically correspond to a multi-agent setting in which multiple nodes operate together in a multi-state environment. The formalization of such problems needs a decentralized MDP (DEC-MDP) [53] or a Markov game [54] formulation to also explicitly capture the interplay between the decisions of multiple agents. In fact, as the output from one agent (IoT device) would affect the input to the other agent, our single-agent formulation would no longer be valid in principle. The systematic extension of our scheme to this new setup would not be trivial as one has to deal with the computation of a globally optimal or (equilibrium) policy under very high dimensional joint state and action spaces and across the entire network. We believe, however, this can constitute a very interesting direction for future extension.
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